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Resumen

La deteccion automatizada de enfermedades bucales es un reto crucial en odontologia. Este estudio analiza el
impacto de técnicas avanzadas de aumento de datos y el buen ajuste de hiperparametros en el rendimiento del
modelo YOLOVS8 para la identificacion precisa de enfermedades orales. Aplicando la metodologia CRISP-
DM, se procesaron 3814 iméagenes etiquetadas, utilizando transformaciones como rotaciones, ajustes de brillo,
contraste, y ruido gaussiano, con el fin de aumentar la variabilidad y robustez del entrenamiento. Ademas, se
optimizaron hiperparametros clave como la tasa de aprendizaje y el tamafio de lote. Los resultados
evidenciaron que la combinacion de aumento de datos y ajustes Optimos de hiperparametros mejoro
significativamente el desempefio del modelo, alcanzando una precision del 89.10%, sensibilidad del 86.07%,
F1-Score de 87.56% y un mAP@50 del 90.70%. De igual forma, se logré un mAP@50-95 del 56.40%,

@ Esta obra esta bajo una licencia Creative Commons de tipo (CC-BY-NC-SA). 176

Grupo Editorial “ALEMA-Pentaciencias” E-mail: alema.pentaciencias@gmail.com



mailto:alema.pentaciencias@gmail.com
https://orcid.org/0009-0005-7153-9147
mailto:bguncay1@utmachala.edu.ec
https://orcid.org/0009-0003-3102-6211
mailto:bguevara2@utmachala.edu.ec
https://orcid.org/0000-0002-2749-8561
mailto:bmazon@utmachala.edu.ec
https://orcid.org/0000-0002-2239-3664
mailto:wrivas@utmachala.edu.ec
mailto:bguncay1@utmachala.edu.ec

-~
Revista Cientifica Arbitrada Multidisciplinaria PENTACIENCIAS. Vol. 7, Nam. 3. (Abril-junio 2025) Pag 176-195. ISSN:2806-5794 i1+ & '0'

CIENCIAS

Diagnostico de enfermedades bucales en iméagenes basado en machine learning

superando las configuraciones estandar utilizadas en estudios previos. La convergencia estable en las curvas
de entrenamiento valida la efectividad de las estrategias aplicadas y la capacidad del modelo para generalizar
correctamente. Estos hallazgos destacan la relevancia de aplicar técnicas avanzadas de preprocesamiento y
optimizacion en el diagnodstico automatizado de enfermedades bucales, mejorando la precision y facilitando
una deteccion temprana en la practica clinica.

Palabras clave: Diagndstico; enfermedades bucales; aprendizaje automatico; imagenes médicas; redes
neuronales convolucionales

Abstract

Automated detection of oral diseases is a crucial challenge in dentistry. This study analyzes the impact of
advanced data augmentation techniques and proper hyperparameter tuning on the performance of the
YOLOvV8 model for the accurate identification of oral diseases. Following the CRISP-DM methodology, 3,814
labeled images were processed using transformations such as rotations, brightness and contrast adjustments,
and Gaussian noise to enhance variability and robustness during training. Additionally, key hyperparameters
such as learning rate and batch size were optimized. The results showed that combining data augmentation
with optimal hyperparameter adjustments significantly improved the model’s performance, achieving an
accuracy of 89.10%, sensitivity of 86.07%, F1-Score of 87.56%, and an mAP@50 of 90.70%. Similarly, an
MAP@50-95 of 56.40% was obtained, surpassing the standard configurations used in previous studies. The
stable convergence of the training curves validates the effectiveness of the applied strategies and the model's
ability to generalize properly. These findings highlight the importance of implementing advanced
preprocessing and optimization techniques in automated oral disease diagnosis, enhancing precision and
enabling early detection in clinical practice.
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Introduccion

El diagnostico oportuno y preciso de las enfermedades bucales es un componente esencial para garantizar la
salud bucodental y prevenir complicaciones méas graves. Tradicionalmente, los especialistas han utilizado
radiografias y evaluaciones clinicas visuales para identificar estas enfermedades. Sin embargo, este enfoque
depende en gran medida de la experiencia del clinico, lo que puede llevar a variaciones en los resultados
diagnosticos y a errores potenciales debido a la subjetividad inherente al proceso (Martins et al., 2023; Patil
etal., 2022).
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Las técnicas de aprendizaje profundo han demostrado excelentes capacidades en el reconocimiento de objetos
en imagenes fotograficas, y esto podria facilitar la deteccion temprana de enfermedades bucales (Ding et al.,
2021). Al automatizar y simplificar los procedimientos relacionados con la salud, la inteligencia artificial ha
transformado los diagnosticos médicos y mejorado la deteccion temprana de enfermedades orales que afectan
a una parte significativa de la poblacion mundial.

En el campo de la odontologia, los algoritmos de aprendizaje automatizado, en particular las redes neuronales
convolucionales (CNN), han demostrado ser eficaces en la interpretacion de imagenes médicas y radiogréficas
para la deteccion de enfermedades bucales como caries, lesiones periodontales, y patologias relacionadas con
el tejido 6seo, proporcionando un diagnostico mas preciso y oportuno (Galdames, 2024; Santos, 2024). Entre
los modelos de aprendizaje profundo, YOLOvV8 ha demostrado un rendimiento sobresaliente en la deteccion
de caracteristicas dentales y lesiones especificas, alcanzando una alta precision en la segmentacion de
iméagenes clinicas y radiograficas (Ozsunkar et al., 2024; Santos, 2024). Incorporar el aprendizaje profundo
en la imagenologia dental mejora la precision diagndstica y permite una atencion personalizada. Con méas
automatizacion y precision, este desarrollo podria revolucionar la prestacion de atencion dental al aumentar
la eficacia de la identificacion de enfermedades y la planificacion del tratamiento (Santos, 2024).

Estudios recientes han logrado una precision diagnostica del 85,89%, mediante el uso de modelos sofisticados
como VGG19 y DarkNet53 en radiografias panoramicas para examinar conexiones anatémicas intrincadas,
como la distancia entre los molares superiores y el suelo del seno maxilar (Kadan et al., 2024). Sin embargo,
la familia de arquitecturas YOLO (You Only Look Once) se ha vuelto mas popular debido a su alta precision,
eficiencia computacional y facilidad de implementacion en entornos clinicos. A pesar de la existencia de otros
modelos de una etapa, como SSD (Single Shot Detector), D-SSD (Deconvolutional Single Shot Detector) y
RetinaNet, pruebas comparativas han demostrado que YOLOV8 funciona mas rapido y con mayor precision
que YOLOV5 y Faster R-CNN, lo que lo convierte en la mejor opcion para situaciones donde la velocidad de
diagnostico es crucial (Hussain, 2023).

Ademas de la eleccion del modelo, la configuracion de sus hiperpardmetros juega un papel crucial en el
rendimiento de los sistemas de deteccidn de objetos. Ajustes en el umbral de confianza, la tasa de aprendizaje
y la seleccion de optimizadores pueden influir significativamente en la precision del modelo. (Rozada Raneros
et al., s. f., 2021), observé que una reduccion en el umbral de confianza puede aumentar la cantidad de
detecciones, pero a expensas de una mayor tasa de falsos positivos. Asimismo, la tasa de aprendizaje afecta
la estabilidad del entrenamiento, donde un valor demasiado bajo puede prolongar el proceso sin garantizar
mejoras sustanciales, mientras que un valor alto podria impedir la convergencia adecuada.

Estas tecnologias de inteligencia artificial estan transformando el campo de la odontologia, redefiniendo la
forma en que se analizan e interpretan las imagenes médicas, facilitando la identificacion de estructuras
anatomicas y patologias con mayor precision. Sin embargo, a pesar de estos avances, la implementacion de
estas tecnologias en la practica clinica sigue enfrentando desafios importantes, tales como la necesidad de
bases de datos mas diversas, énfasis en métricas individuales, el cumplimiento de normativas éticas y la
validacion de los modelos en entornos clinicos reales (Busch et al., 2024). Estos factores limitan la
aplicabilidad de muchos de los modelos de estos trabajos (Galdames, 2024; Martins et al., 2023).
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Por ejemplo, estudios que utilizan modelos como Faster R-CNN han demostrado una gran precision en la
segmentacion de iméagenes dentales; sin embargo, sus largas duraciones de inferencia dificultan la
implementacion en tiempo real (Ozsunkar et al., 2024). Por otro lado, las investigaciones de YOLOV8 han
priorizado la velocidad, pero con compromisos en la sensibilidad para detectar lesiones menores (Hussain,
2023).

Este estudio investigd como los cambios en hiperpardmetros y técnicas de aumento de datos impactan el
rendimiento de modelos de aprendizaje profundo, como YOLOVS, en el diagndstico de enfermedades bucales
mediante imagenes. Su objetivo fue analizar y comparar enfoques para evaluar su efecto en la precision
diagndstica y aplicabilidad en odontologia, planteando la pregunta clave: ; Como influyen las configuraciones
de los hiperparametros y las técnicas de aumento de datos al rendimiento de modelos basados en deep
learning, como YOLOVS, en la deteccion de enfermedades bucales en imégenes?

Para estructurar esta investigacion, adoptaremos la metodologia CRISP-DM (Cross-Industry Standard
Process for Data Mining), reconocida por su capacidad para guiar proyectos basados en datos y garantizar la
reproducibilidad y eficiencia. Esta metodologia sera utilizada como marco general para llevar a cabo las fases
de comprension del problema, preparacion de datos, modelado, evaluacién y despliegue.

Esta metodologia permite una integracion sistematica y replicable de herramientas de IA en la practica
odontoldgica, facilitando el analisis de resultados y su comparacién con investigaciones previas, que
utilizaron el aprendizaje profundo para el diagndstico oral (Schréer et al., 2021; Wirth & Hipp, 2018).

Los resultados de este trabajo buscan no solo incrementar la precision diagndstica en imagenes bucales, sino
también establecer un estandar critico que permita integrar modelos de inteligencia artificial en la practica
clinica odontoldgica, superando las limitaciones actuales relacionadas con la diversidad de datos y validacion
en escenarios reales.

Materiales y métodos

La presente investigacion se fundamenta en el desarrollo de un modelo de inteligencia artificial basado en
redes neuronales convolucionales para la deteccion de enfermedades bucales en imagenes médicas. Se
implemento la metodologia CRISP-DM, ampliamente utilizada en la mineria de datos y aprendizaje profundo,
asegurando un proceso estructurado y replicable en cada fase de la investigacion (Schroer et al., 2021).

You Only Look Once (YOLOVS)

Tradicionalmente, la deteccion de objetos usaba dos redes separadas para deteccion y clasificacion. Sin
embargo, esta arquitectura dual suele resultar en procesos lentos, lo que dificulta su aplicacién en la deteccion
de objetos en tiempo real. En contraste, YOLO (You Only Look Once) redefine la deteccion de objetos como
un problema de regresion unico, procesando directamente los pixeles de la imagen para predecir cada punto
de coordenada en los cuadros delimitadores, ademas también las probabilidades de cada clase de manera
simultanea con una sola red neuronal convolucional (Schcolnik-Elias et al., 2023).

YOLOVS, desarrollada por Ultralytics, se fundamenta en los principios de YOLO, segun lo documentado por
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(Jocher & Ultralytics, 2023), brindando mayor precision y velocidad que sus predecesores, destacandose en
los modelos ligeros YOLOv8 Nano (YOLOv8n) y YOLOv8 Small (YOLOvVS8s). Su rendimiento superior se
muestra en la Figura 1, superando a otros modelos en deteccion répida.
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Figura 1. Graficas comparativas de precision y velocidad de modelos de YOLO.
Fuente: Tomado de (Jocher & Ultralytics, 2023).

La arquitectura de YOLOVS, representada en la Figura 2, utiliza una Red Piramidal de Caracteristicas (FPN)
para detectar objetos de diferentes tamafios y escalas en una imagen. Se divide en el Backbone, que extrae
caracteristicas con capas convolucionales (Conv y C2f), y la Head, que predice bounding boxes y clases
mediante pérdidas Bbox Loss y Cls Loss, empleando operaciones como Concat, MaxPool2d y Upsample
(Schcolnik-Elias et al., 2023). Este disefio permite usar un modelo preentrenado en el dataset COCO para
deteccion general de objetos.

YOLOvS

Detect

Detect

Upsample

- car R a-nenzec T

Backbone Head

Figura 2. Arquitectura de red YOLOV8
Fuente: Tomado de (RangeKing, 2023)
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Entorno computacional

El modelo se desarrollo, entrend y evalué en Google Colab Pro, usando una GPU NVIDIA A100 (40 GB
VRAM) para procesar grandes volumenes de datos eficientemente. EI entorno incluy6é 83.5 GB de RAM,
235.7 GB de almacenamiento y Python 3.9 como lenguaje principal.

Metodologia CRISP-DM

El presente estudio tiene un enfoque cuantitativo y experimental, centrado en la evaluacion de un modelo de
aprendizaje profundo para el diagndstico de enfermedades bucales a partir de iméagenes medicas. La
metodologia utilizada fue CRISP-DM, debido a su flexibilidad y adaptabilidad en proyectos de mineria de
datos y machine learning.

Deteccién de enfermedades bucales

Fase 1 Fase 2

Método basado en deep | o Saleccis i do de
learning il ; yé i
(YoLov8) e

-~ L
Fase 3
Fase 5 <
Evaluacién y Optimizacién P::'::::::ld!:l;:::sy
' H
! Fi 6
ase
4 Fase 4

Despliegue (Deteccién) Entrenamiento del modelo

imagen/video YOLOv8

Figura 3. Fases de la metodologia CRISP-DM
Fuente: Elaboracion propia

Fase 1: Comprension del negocio

En el campo de la odontologia, el diagnostico de patologias bucales depende en gran medida de la calidad de
las imégenes y de las condiciones en las que se toman. Por ejemplo, la iluminacion, el &ngulo de capturay la
resolucion de las imagenes pueden diferir significativamente en entornos clinicos, lo que plantea un desafio
importante para la precision del diagndstico. Las técnicas convencionales, basadas en la evaluacion visual por
parte de especialistas, no siempre son consistentes con estas variaciones, 1o que puede resultar en errores de
diagnostico. Este estudio se enfocé en utilizar y evaluar un modelo de diagnostico automatizado basado en
técnicas de aprendizaje profundo, especificamente la version YOLOv8m, para detectar enfermedades bucales
a partir de imagenes médicas.
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Fase 2: Seleccion y etiquetado de imagenes

En esta etapa se recopild, selecciond y etiquet6 un conjunto de imagenes para entrenar el modelo YOLOVS,
asegurando que fueran representativas de las condiciones reales de la préctica clinica odontoldgica.

e Recopilacion de datos
Se obtuvieron 3814 iméagenes en formatos .jpg y .png de fuentes confiables como NinjaDataset,
Kaggle y Roboflow Universe, con resoluciones entre 640x480 y 1920x1080 pixeles. Las imagenes
estaban etiquetadas en clases de enfermedades bucales como caries, gingivitis, Ulceras y calculos
dentales.

e Caracteristicas del conjunto de datos
Perspectivas variadas: Capturas desde angulos frontal, lateral y superior.
Condiciones variables: Imagenes con diferentes niveles de iluminacién y calidad, simulando entornos
clinicos reales.

e Etiquetado y preparacion
Se utilizo6 la herramienta Roboflow Annotate para organizar y verificar las etiquetas de las iméagenes,
realizando correcciones manuales cuando fue necesario. El conjunto de datos fue exportado en un
formato compatible con YOLOVS, incluyendo las coordenadas de bounding boxes, y quedd listo para
su integracién en Google Colab para el entrenamiento del modelo.

Figura 4. Roboflow annotate (2024, 16 de diciembre)
Fuente: Elaboracién propia

Fase 3: Preprocesamiento y aumentacion de datos

En esta etapa, se optimizé el conjunto de datos utilizando la plataforma Roboflow para mejorar la calidad de
las imagenes y aumentar su diversidad, permitiendo que el modelo YOLOv8 generalice mejor en diversos
escenarios clinicos. Roboflow facilitd la aplicacion de técnicas de preprocesamiento y aumento de datos de
manera eficiente, seguidas de una organizacion estructurada del dataset para su uso en el entrenamiento.

e Preprocesamiento de imagenes
Se utilizaron las siguientes funcionalidades de Roboflow para estandarizar y preparar las imagenes:
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o Auto-Orientacion: Se activo la funcion "Auto-Orient™ para asegurar que todas las imagenes se
orientaran correctamente, eliminando inconsistencias causadas por metadatos de orientacion
incorrectos. Esta funcion garantiza que el modelo reciba todas las imé&genes en la orientacion
adecuada, mejorando la coherencia del conjunto de datos.

o Redimensionamiento Uniforme: Todas las iméagenes fueron redimensionadas a una resolucion
de 640x640 pixeles utilizando la funcion de redimensionamiento de Roboflow. Esta resolucion se
eligio para cumplir con los requisitos del modelo YOLOV8 y asegurar que todos los detalles
relevantes de las lesiones fueran visibles.

Para enriquecer el conjunto de datos y aumentar su diversidad, se aplicaron técnicas avanzadas de
aumentacién, generando multiples variaciones por cada imagen original y clases desbalanceadas:

o Volteo horizontal y vertical: Simulacién de orientaciones comunes en la captura de imagenes.

o Rotaciones en distintos angulos: Adaptacion a diferentes angulos de captura, incluyendo giros
parciales y completos.

o Recorte y acercamiento: Simulacion de capturas mas cercanas para reflejar diferentes enfoques
en las imagenes.

o Rotaciones aleatorias: Representacion de desajustes ligeros en angulos tipicos de captura en
entornos clinicos.

o Ajustes de brillo y contraste: Simulacion de diversas condiciones de iluminacion para hacer el
modelo mas robusto frente a variaciones en calidad visual.

vertical horizontal

Figura 5. Muestra de preprocesamiento de imagenes
Fuente: Elaboracion propia

183



mailto:alema.pentaciencias@gmail.com

-~
Revista Cientifica Arbitrada Multidisciplinaria PENTACIENCIAS. Vol. 7, Nam. 3. (Abril-junio 2025) Pag 176-195. ISSN:2806-5794 i1+ & Va’

CIENCIAS

Diagnostico de enfermedades bucales en iméagenes basado en machine learning

e Organizacion del conjunto de datos

El conjunto de datos se dividié de manera estratificada para garantizar una representacion equilibrada de las
clases en cada subconjunto:

o 80% para entrenamiento: Base principal para que el modelo aprenda patrones.
o 15% para validacion: Verificacion del rendimiento durante el entrenamiento.
o 5% para prueba: Evaluacion final del modelo en datos no vistos previamente.

Esta estrategia garantiza que el modelo se pruebe en escenarios independientes, reduciendo el riesgo de sesgo
por reutilizacion de datos. El dataset estd compuesto por 3814 imégenes, distribuidas entre los conjuntos de
entrenamiento, validacion y prueba. Cabe destacar que una misma imagen puede estar etiquetada con mas de
una clase, lo que influye en la distribucion de las categorias. La Tabla 1 presenta el desglose detallado del
conjunto de datos original.

Tabla 1. Distribucién del conjunto de datos original

Clase Entrenamiento Validacion Prueba
Caries 1253 258 71
Gingivitis 777 143 140
Ulcera 809 140 56
Calculos 925 173 42
Total 3051 572 191

e Estructura de datos en YOLO

Tras aplicar el preprocesamiento y aumento de datos, se estructuraron en carpetas segun el formato requerido
por YOLO. Se definieron directorios principales (train/, valid/, test/), que a su vez incluyen subcarpetas para
almacenar iméagenes (images/) y etiquetas (labels/). Las imagenes y sus etiquetas en el formato requerido
(coordenadas de bounding boxes en archivos de texto) se almacenaron en estas subcarpetas para
entrenamiento, validacion y pruebas. La organizacion tipica de los datos sigue el siguiente formato:
>~ [O test
» [ images
» 3 labels
~ [ train
» 3 images
» O labels
* 3 walid
» [ images
» 3 labels
E README.dataset.txt
E README.roboflow.txt
3 data.yaml

Figura 6: Estructura de datos en Yolo
Fuente: Captura de pantalla tomada desde Google Colab.
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El archivo data.yaml, crucial para la deteccion, define las rutas de los datos, el nimero de clases y las clases
utilizadas.

train: ../train/images
val: ../valid/images
test: ../ /test/images

nc: 4
names: ['calcules’, ‘caries’, 'gingivitis', ‘ulcera’]

Figura 7. Configuracién del archivo data.yaml para el conjunto de datos en Yolov8.
Fuente: Elaboracion propia

e Exportacion del conjunto de datos
El dataset preprocesado y aumentado se exportd en el formato requerido por YOLOVS:

o Archivos de texto (txt): Se generaron archivos de texto con las coordenadas de las bounding boxes
para cada imagen, con su estructura correspondiente como se muestra en la Figura 6.

class id x_center y center  width height

v ‘v v

Coordenadas del centro de la Ancho y alto de la
ID de la clase caja delimitadora (O y 1). caja delimitadora

Figura 8. Estructura de etiqueta .txt Darknet de YOLO
Fuente: (Ultralytics & Roboflow, 2023)

El conjunto de datos una vez exportado, preprocesado y organizado, ya esta listo para ser cargado en Google
Colab, donde se realizd el entrenamiento correspondiente. En la siguiente fase, se detallara el proceso de
entrenamiento del modelo YOLOVS, incluyendo la configuracion de los hiperparametros y las técnicas de
aumento de datos aplicadas.

Fase 4: Entrenamiento del modelo

En esta fase, se llevd a cabo el entrenamiento y la optimizacion del modelo YOLOVS, aplicando un proceso
iterativo para mejorar la deteccion de enfermedades bucales con buena precision. Se realizaron cuatro casos
de estudio distintos para evaluar el impacto de los hiperparametros y las técnicas de aumento de datos,
utilizando el conjunto de datos optimizado y preparado previamente, disefiado para integrarse sin problemas
en entornos de nube como Google Colab.

e Estrategia de entrenamiento
o lteraciones continuas: Se realizaron multiples ciclos de entrenamiento y evaluacion, ajustando
configuraciones como los hiperparametros y las etiquetas del conjunto de datos para resolver
problemas de sobreajuste y mejorar la precision.
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o Monitoreo de métricas: Durante el entrenamiento, se monitorearon métricas clave como mAP,
precision y recall para evaluar el rendimiento del modelo en tiempo real.
e Optimizacion de hiperparadmetros

Se realizaron ajustes cuidadosos en los parametros clave para equilibrar la generalizacion del modelo y la
reduccion del sobreajuste:

o Tasa de aprendizaje: Ajustada dindmicamente para lograr una convergencia mas estable.
o Tamafio de lote: Configurados para maximizar el uso de los recursos computacionales disponibles.

Tabla 2. Hiperparametros esenciales para entrenamiento del modelo.

Hiperparametros esenciales

Tasa de aprendizaje
(learning_rate)

Controla el tamafio del paso en la actualizacién de
los pesos del modelo.

0.001 - 0.0001

Tamario de lote
(Batch size)

NOmero de imagenes procesadas antes de
actualizar los pesos.

8-32
(dependiendo de la GPU disponible)

Numero de épocas
(epochs)

Numero de veces que el modelo ve el conjunto de
datos completo.

200

Umbral de confianza

Un valor bajo detecta mas objetos, pero introduce

(confidence_threshold) falgos positivos; un valor alto descarta detecciones | 0.25-0.9

Inciertas.

Optimizador Al_gt_)rlj[mo que ajusta los pesos del modelo para AdamWw
minimizar la pérdida.

Valores mas altos ayudan a estabilizar la
momentum convergencia, evitando oscilaciones. 0.8-0.95
Aumento de datos Aplicacion de transformaciones como rotaciones,

. . . True
(augmentation) recortes y cambios de brillo.
Weight decay Término de regularizacion L2, que penaliza pesos 0.0005

grandes para evitar el sobreajuste.

Scheduler
(Planificador de tasa
de aprendizaje)

Estrategia para ajustar la tasa de aprendizaje
durante el entrenamiento.

Reduccion adaptativa de la tasa de
aprendizaje tras 10 épocas sin
mejora en la pérdida de validacion.

e Libreriasy entorno de entrenamiento
o Framework de aprendizaje profundo: PyTorch (version 2.5.1+cul21).

o O O O

5.20.0).

O

Libreria de deteccion de objetos: Ultralytics YOLOV8 (versién 8.3.80).
Entorno: Google Colab Pro con GPU Nvidia A100.
Manipulacion de datos: Se utilizo Pandas (version 2.2.1) y NumPy (version 1.26.4).

Visualizacion: Se utilizé Matplotlib (versién 3.8.3), Seaborn (version 0.13.2) y Plotly (version

Ciencia de datos y métricas: Se utilizé Scikit-learn (version 1.4.1.postl), para las métricas.
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Fase 5: Evaluacion

En esta fase, se evaluo el rendimiento del modelo YOLOvV8 entrenado para la deteccion de enfermedades
bucales. El objetivo fue determinar el rendimiento del modelo utilizando métricas estadisticas y técnicas de
analisis que permitieran identificar fortalezas y areas de mejora. Ademas, se realizaron ajustes para optimizar
el modelo y garantizar que fuera capaz de generalizar en diferentes escenarios clinicos.

e Evaluacion del modelo con métricas

Para evaluar el desempefio del modelo, se utilizé un conjunto de datos de prueba que no habia sido visto
durante el entrenamiento. Este conjunto de prueba permitid verificar la capacidad del modelo para detectar
enfermedades bucales en condiciones reales. Las métricas utilizadas para la evaluacion incluyeron:
o Precision
La precisién mide la proporcion de detecciones correctas entre todas las detecciones realizadas:
TP
~ TP +FP

TP (True Positives) son los objetos correctamente detectados, y los FP (False Positives) son los objetos
detectados incorrectamente. Un valor alto de precision indica que el modelo tiene pocos falsos positivos.
Segun (Rozada Raneros et al., 2021) esta métrica es fundamental para evitar sobre detecciones en iméagenes
con maltiples elementos no relevantes.

o Sensibilidad (Recall)

La sensibilidad mide qué proporcién de los objetos reales fueron detectados por el modelo. Un alto valor de
sensibilidad indica que el modelo detecta la mayoria de los objetos presentes en la imagen. El autor (Redmon
et al., 2023), explican que un modelo con alta sensibilidad es util en aplicaciones criticas como la deteccion
médica.
TP
TP +FN

o Puntaje F1 (F1-Score)

Segun (Redmon & Farhadi, 2023) el F1-Score es clave para evaluar modelos en los que tanto la precision
como la sensibilidad es importante. EI F1-Score es la media armonica entre precision y sensibilidad,
proporcionando un balance entre ambas métricas:

P.R

F1 =2.——
P+R

o Precision Media Promediada (mAP)

El mAP mide la precision del modelo en diferentes umbrales de confianza. Se calcula como el promedio de
la precision media (AP) para todas las clases:
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N
1
mAP = NZ AP;
i=1

En su estudio, (Redmon et al., 2023) demostraron que YOLO logra una mayor velocidad de deteccion en
comparacion con otros métodos, manteniendo un mAP competitivo.

o Matriz de Confusion

Segun el autor (Raneros Rozada, 2021), enfatiza que la matriz de confusion es esencial para visualizar el
comportamiento del modelo y ajustar distintos umbrales. La matriz de confusion muestra como el modelo
clasifica correctamente o incorrectamente las detecciones.

Fase 6: Despliegue

El modelo entrenado fue exportado, generando como resultado el archivo final de entrenamiento best.pt, el
cual contiene los pesos optimizados y configuraciones finales que permiten al modelo alcanzar su mejor
desempefio. Este archivo fue integrado en un software prototipo desarrollado con Python y Flask para la
gestion del backend, mientras que la interfaz de usuario fue disefiada utilizando HTML, CSS y Tailwind CSS.

Este sistema permite la carga y procesamiento de imagenes o videos en un entorno de prueba que simula un
escenario de diagnostico odontoldgico automatizado. La plataforma cuenta con una interfaz intuitiva en la
que los usuarios pueden subir imagenes desde su computadora o mediante un cédigo QR, permitiendo asi la
carga rapida desde dispositivos mdviles.

Ademas, cuando las imagenes son procesadas, el usuario tiene la opcion de ajustar parametros clave, como el
umbral de confianza y la Interseccion sobre Union (loU), lo que proporciona flexibilidad en la deteccion de
enfermedades y permite adaptar el modelo a diversas condiciones clinicas.

Visualiza el andlisis realizado enfa |

Deteccion de Enfermedades Bucales

‘Sube imagenes o videos para detectar anomalias

© Subir Otro Archivo

& Configuracién

Umbealde Contanza: 04

Arastra y suelta tu imagen aqul
o gxplora fu computadora

Subir y Procesar

Figura 9. Interfaz del prototipo de diagnéstico odontol6gico automatizado.
Fuente: Elaboracion propia
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Resultados y discusion
Los experimentos realizados permitieron evaluar el impacto de diferentes configuraciones en el desempefio
del modelo YOLOvV8 para la deteccion de enfermedades bucales. Se analizaron cuatro escenarios
experimentales, comparando la precision, la capacidad de generalizacion y la estabilidad del entrenamiento.

Tabla 3. Configuracion de los experimentos elaborados.

Tamafo L . Tamarno de
Técnicas aplicadas

Caso de Estudio Optimizador Hiperparéametros

del dataset imagen (px)
) Ir=0.00125,
o e
Hi gina 3814 Ninguna 640 AdamW epochs=200,
iperparametros MOMenturm=0.9
estandar de YOLOVS8 '
Ir=0.0001, Irf=0.01,
momentum=0.937,
Caso 2: Dataset weight_decay=0.0005,
Original con save_period=15,
Hiperparametros 3814 Ninguna 640 AdamwW workers=4
Optimizados batch =32,
epochs=200,
imgsz=640,
cos_Ir=True
Casots;;t,g\ ;Jrg:)e:to de Rotaciones, Ir=0.001,
Hiperparémetros 4230 volteos, ajustes de 640 AdamW imgsz=640,
estandar de Yolovs brillo batch =16, epochs=200
s e
4230con | Y & Irf=0.01,
recortes aleatorios, -
. transformac . ) momentum=0.937,
Caso 4: Aumento de 6 ajustes de brillo y weiaht decav=0.0005
Datos Refinado con contraste leves, ght y: ' ’
. , generadas 640 AdamW workers=4,
Hiperparametros . desenfoque _
Avanzados aleatorias AUSSIaNo cos_Ir=True,
en tiempo g o batch=32,
transformaciones _
real . : epochs=200,
elasticas, ruido ! .
; imgsz=640
gaussiano

Con estas configuraciones, se busco analizar el efecto de la optimizacion de hiperparametros y el aumento de
datos en el rendimiento del modelo YOLOVS para la deteccion de enfermedades bucales.

e Comparacion de métricas de rendimiento
Para evaluar la efectividad de cada configuracion, se midieron métricas clave como la precision, recall, F1-
score, MAP@50 y mAP@50-95. El mAP@50 mide la precision media considerando un umbral de loU de
0.5, mientras que el mMAP@50-95 evalla el desempefio en multiples umbrales, lo que proporciona una medida
mas completa de la capacidad de generalizacion del modelo. Los resultados se presentan en la siguiente tabla:
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Tabla 4. Comparacion de métricas de rendimiento de los modelos en cada escenario.

Escenario Precision Recall F1-Score mAP@50 mAP@50-95
(%) (%) (%) (%) (%)
Caso 1 (Base) 89.29 82.08 85.53 88.51 51.48
Caso 2 (Hiperparametros optimizados) 88.03 84.96 86.47 88.83 55.81
Caso 3 (Aumento de datos) 88.50 81.80 85.02 86.90 51.10
Caso 4 (Aumento refinado +
Hiperparametros avanzados) 89.10 86.07 87.56 90.70 56.40

El caso 4 mostro la mejor combinacion de métricas, con el mayor recall (86.07%) y F1-score (87.56%), lo
que indica un mejor equilibrio entre precision y sensibilidad. Ademas, alcanz6 el mayor mAP@50-95
(56.40%), con un incremento de 4.92 puntos porcentuales respecto al modelo base, demostrando una mejor
capacidad de generalizacion. Esto evidencia que la combinacidn de aumento refinado de datos y optimizacion
avanzada de hiperparametros es la estrategia mas efectiva para mejorar el rendimiento del modelo.

Por otro lado, el Caso 1 (Base), que utiliza hiperparametros estandar, obtuvo una precision de 89.29%, pero
con un recall méas bajo (82.08%), lo que indica una menor capacidad para detectar correctamente todos los
casos positivos.

El caso 2, que aplica solo optimizacién de hiperparametros, logré un recall mejorado de 84.96%, aunque con
una ligera disminucién en precision (88.03%). Sin embargo, su mAP@50-95 de 55.81% demuestra que los
ajustes en hiperpardmetros contribuyen a una mejor generalizacion del modelo.

En contraste, el caso 3, basado en aumento de datos sin optimizacién avanzada, no mostr6 mejoras
significativas. Su recall (81.80%) es el mas bajo entre los escenarios evaluados y su mAP@50-95 de 51.10%
indica que la estrategia no aportd mejoras sustanciales. Esto sugiere que el aumento de datos, sin un
refinamiento adecuado o ajustes adicionales, no necesariamente mejora el rendimiento y puede afectar
negativamente la sensibilidad del modelo.

e Andlisis de las gréficas de entrenamiento y validacion del caso 4

El analisis de las graficas de entrenamiento y validacion, nos permiten visualizar el comportamiento del
modelo durante el proceso de aprendizaje y validar la efectividad de las estrategias aplicadas. Estas curvas no
solo muestran la convergencia del modelo y la ausencia de sobreajuste, sino que también proporcionan
evidencia cuantitativa y visual de como las optimizaciones mejoran las métricas clave, como la precision, el
recall y el mAP. A través de este analisis, demostramos que una estrategia bien estructurada de optimizacion
y preprocesamiento contribuye significativamente a un rendimiento mejorado, a continuacion, en la Figura 9
se muestra los resultados obtenidos:
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Figura 10. Curvas de pérdida y métricas de rendimiento durante el entrenamiento y validacion del caso 4
Fuente: Elaboracion propia

Analizando la Figura 10, se observan los valores de train/box_loss, train/cls_loss y train/dfl _loss donde
muestran una disminucion constante a lo largo de las épocas, indicando una adecuada convergencia del
modelo. En validacion, los valores de val/box_loss, val/cls_loss y val/dfl_loss reflejan un patrén similar,
aunque con una ligera estabilizacion en épocas posteriores, 1o que sugiere que el modelo no presenta
sobreajuste significativo. En cuanto a las métricas de desempefio, la precision(B), recall(B), mAP50(B) y
mAP50-95(B) alcanzan su estabilizacion después de aproximadamente 50 épocas. Se observa que el mAP50
en validacion alcanza valores cercanos a 0,9 en el mejor escenario, lo que indica una buena capacidad del
modelo para detectar correctamente las enfermedades bucales. Las métricas de validacion indican que el
modelo logra un equilibrio entre precision y recall, alcanzando valores altos en mAP50 y mAP50-95, lo que
refuerza su capacidad de generalizacion.

e Andlisis de las curvas de evaluacion del caso 4

Las curvas de evaluacién, como la curva de Precision-Recall y la curva F1-Confianza, no solo permiten
evaluar el equilibrio entre precision y recall, sino que también proporcionan informacion detallada sobre
cémo el rendimiento varia en funcion de las clases y los umbrales de confianza. A continuacién, en la Figura
10 se puede observar estas curvas de forma clara para cada una de las clases propuestas.
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Figura 11. Curvas de Precision-Recall y F1-Confianza por clase para el Modelo 4 de Yolov8

Fuente: Elaboracion propia

10

La curva de Precision-Recall indica el equilibrio entre ambas métricas para cada clase. En el caso 4, el area
bajo la curva muestra que la deteccion de Ulcera es la méas precisa con un valor de 0.982, seguida de caries
(0.939). Las enfermedades como gingivitis (0.846) y calculo (0.861) presentan un desempefio menor,
indicando que estas clases son més dificiles de detectar. Si analizamos también la curva F1-Confianza refleja
larelacién entre el umbral de confianza y la métrica F1. Se alcanz6 un valor 6ptimo de F1=0.88 con un umbral
de confianza de 0.372, lo que sugiere que a este nivel el modelo logra un balance adecuado entre precision y
sensibilidad.

Andlisis de deteccion: Matriz de confusion y errores

El analisis de la matriz de confusion permite identificar qué clases se confunden entre si con mayor frecuencia.

Se observo que la mayor tasa de falsos positivos ocurre entre gingivitis y célculo, lo que sugiere que estas
clases presentan caracteristicas visuales similares que afectan la deteccion.

Confusion Malrix Normelized

caries airni e
m

Figura 12. Matriz de Confusion Normalizada del Caso 4: Andlisis de Errores en la Deteccion de enfermedades
bucales con YOLOv8

@ Esta obra esta bajo una licencia Creative Commons de tipo (CC-BY-NC-SA). 192
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e Predicciones del mejor modelo

Este analisis visualizo las predicciones del modelo YOLOV8 optimizado en el Caso 4, identificado como el
mejor desemperfio en el diagndstico de enfermedades bucales, utilizando el archivo best4.pt. Las imagenes
mostraron comparaciones entre imagenes reales de cavidades bucales y sus detecciones, destacando la
capacidad del modelo para identificar enfermedades como caries, gingivitis y Ulceras con cuadros
delimitadores y puntuaciones de confianza. Ademas, se presentd la interfaz del prototipo desarrollado,
permitiendo visualizar resultados y ajustar parametros como umbrales de confianza e loU. Estos resultados
ilustran la precision y prueba del modelo con imagenes médicas, consolidando su potencial para automatizar
diagnosticos odontoldgicos con gran fiabilidad.

Figura 13. Resultados de detecciones del modelo YOLOvV8 Caso 4 en imagenes reales de Enfermedades Bucales
Fuente: Elaboracion propia

Resultados de la D

Visualiza el andlisis realizado en la

» Configuracion

Figura 14. Interfaz del Prototipo YOLOV8 para Deteccion Automatizada en Imagenes Odontoldgicas
Fuente: Elaboracion propia
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Conclusiones

El presente estudio permitio evaluar el desempefio del modelo YOLOv8m en el diagnostico de enfermedades
bucales a partir de imagenes médicas, destacando la configuracion que integré un aumento de datos refinado
y una optimizacion avanzada de hiperpardmetros como la més efectiva. Esta combinacion logré los mejores
resultados en todas las métricas analizadas, evidenciando una mejora significativa en la precision, sensibilidad
y capacidad de generalizacion del modelo frente a configuraciones base. Entonces, respondiendo a la pregunta
planteada, se concluye que las técnicas avanzadas de aumento de datos y la optimizacion de hiperparametros
influyen directamente en el rendimiento del modelo, permitiendo detectar enfermedades bucales con mayor
precision y eficacia. Estos hallazgos destacan el potencial de la inteligencia artificial como una herramienta
valiosa en el diagndstico clinico, abriendo la posibilidad de automatizar el analisis de imagenes médicas,
reducir tiempos y aumentar la exactitud en la deteccion de enfermedades bucales.

Se recomienda validar el modelo optimizado en conjuntos de datos mas amplios y diversos, con imagenes
provenientes de distintas fuentes y condiciones clinicas mas reales. Futuros trabajos podrian enfocarse en
explorar enfoques hibridos o integrar modelos de aprendizaje profundo adicionales para seguir mejorando la
precision y la interpretabilidad en el diagnéstico automatizado en odontologia.
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